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SUMMARY  
 

To better understand AI’s possible impact on jobs and employment, a task perspective is 

a good starting point – it provides insights into the automation potential of the current 

task content of occupations. However, it isn’t sufficient for a holistic understanding 

because it ignores several important concepts that lie in between individual tasks and 

labour market outcomes. Jobs, processes and organisations mediate technology’s impact 

on workers which is not captured by the task model of the labour market. 

This CEPS Explainer provides a comprehensive framework for analysing AI’s impact on 

work by moving through the concepts of tasks, jobs, processes and organisations. It 

highlights how AI is not only an automation or augmenting technology for productive 

tasks but it can also be used to better coordinate work and ensure the best people are 

hired. While the former might change the quantity of jobs and their task content, the 

latter two have a direct impact on job quality and inclusive access to work. Finally, it’s the 

redesign of organisational processes surrounding AI’s adoption that will ultimately shape 

the future of work. 

Policymakers and other stakeholders are strongly encouraged to use the framework and 

glossary at the end of this Explainer to help foster a shared vocabulary and a holistic 

understanding of AI at work, as well as identify policy gaps and opportunities to 

proactively shape the future of work.  
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Accelerating technological change and the changing nature of work are two of the main 

megatrends of our time. Ever since the seminal paper by Carl Frey and Michael Osborne, 

academics have tried to estimate the wider societal impact of general purpose 

technologies – like AI – on employment and jobs. Initially research focused on whole jobs 

– or, to put another way, which occupations would become extinct and which ones would 

remain. Since then, research has dived one step deeper into the task content of jobs – 

which tasks could be automated and which ones can’t be. While this task approach is a 

good step forward, even this focus cannot fully capture the actual impact that AI could 

have on the future of work.  

THINKING OF JOBS AS BUNDLES OF TASKS: AI FOR TASK AUTOMATION 

‘AI will not replace entire occupations but it will change the task content of jobs’.  

Policy, businesses and academia have embraced this line for thinking about AI’s future 

impact on work and labour markets. The idea originates partly in the ‘task approach’ to 

labour markets. This labour economics model conceptualises jobs as bundles of tasks. 

These tasks come from a firm’s production process that transforms inputs, such as raw 

materials, energy, labour and capital, into goods or services.  

A transformative productive activity consists of a process of tasks. Tasks that require 

human capabilities are assigned to labour, while tasks that can be technologically and 

economically automated are assigned to machines. Technological change is then viewed 

as advancing the technological frontier, thus leading to more tasks being automated and 

creating new tasks for humans. 

People are represented in this model as bundles of knowledge, skills and attitudes that 

together make up their competencies. Where skill refers to the ability to perform a 

specific task well, competence refers to the ability to easily undertake a group of similar 

or related tasks (known as a ‘task domain’). People are then matched to jobs based on 

the fit between their competencies and the tasks that make up the job.  

AI is quickly outperforming humans on abilities such as reading comprehension or visual 

question answering. Based on this technological potential, individual tasks or work-

related abilities can be scored on their exposure to AI. Using occupational dictionaries 

with task descriptions, these task scores can then be used to calculate specific exposure 

scores for occupations, sectors, regions, and countries.  

This framework has been the basis of several studies, including studies by the ILO, the 

IMF, the OECD, as well as multiple academic papers. While this model theoretically allows 

for the creation of new tasks, the empirical studies have been thus far been limited to the 

automation potential of current tasks.  

https://knowledge4policy.ec.europa.eu/foresight/tool/megatrends-hub_en
https://knowledge4policy.ec.europa.eu/foresight/tool/megatrends-hub_en
https://www.sciencedirect.com/science/article/abs/pii/S0040162516302244
https://labourmarketresearch.springeropen.com/articles/10.1007/s12651-013-0128-z
https://labourmarketresearch.springeropen.com/articles/10.1007/s12651-013-0128-z
https://www.aeaweb.org/articles?id=10.1257/jep.33.2.3
https://joint-research-centre.ec.europa.eu/reports-and-technical-documentation/unified-conceptual-framework-tasks-skills-and-competences_en
https://aiindex.stanford.edu/report/
https://www.bruegel.org/working-paper/exposure-generative-artificial-intelligence-european-labour-market
https://www.bruegel.org/working-paper/exposure-generative-artificial-intelligence-european-labour-market
https://www.ilo.org/publications/generative-ai-and-jobs-global-analysis-potential-effects-job-quantity-and
https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2024/01/14/Gen-AI-Artificial-Intelligence-and-the-Future-of-Work-542379
https://www.oecd.org/els/what-skills-and-abilities-can-automation-technologies-replicate-and-what-does-it-mean-for-workers-646aad77-en.htm
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Figure 1. Jobs as bundles of tasks 

Source: Author’s own depiction. 

 

Some studies (see the hyperlinks in the paragraph directly below) have tried to further 

categorise occupations as exposed to either automation or augmentation, based on the 

share of tasks that are exposed to an automation technology. When many tasks in an 

occupation are exposed, the whole occupation is labelled as ‘automation-exposed’. If an 

occupation consists of both automatable and non-automatable tasks, like teaching, then 

the occupation is said to be exposed to augmentation instead.  

This is sometimes also referred to as ‘shielded from automation’ due to non-automatable 

bottleneck tasks. However, shielding from automation can also arise from social aversion 

to automating certain professions, for example judges – their function and work at the 

centre of a society’s legal and justice system is simply seen as too important to automate.  

Other studies distinguish automating from augmenting by analysing whether 

technologies target occupations’ specific task inputs (automation) or outputs 

(augmentation). For example, a patent for a ‘method of strengthening and repairing 

fingernails’ would complement the work of fingernail technicians but wouldn’t replace 

them. A patent for a ‘wash-and-wear coat’ on the other hand would instead make laundry 

and dry-cleaning workers completely obsolete. 

While this works at the occupational level, the conceptual distinction between 

automation and augmentation is not as clearcut at the task level.  

https://www.oecd.org/els/what-skills-and-abilities-can-automation-technologies-replicate-and-what-does-it-mean-for-workers-646aad77-en.htm
https://www.oecd.org/els/what-skills-and-abilities-can-automation-technologies-replicate-and-what-does-it-mean-for-workers-646aad77-en.htm
https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2024/01/14/Gen-AI-Artificial-Intelligence-and-the-Future-of-Work-542379
https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2024/01/14/Gen-AI-Artificial-Intelligence-and-the-Future-of-Work-542379
https://doi.org/10.1093/qje/qjae008
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This is because a task can often be split into smaller subtasks. Consider a bundle of tasks 

where some of them (A) can be automated while others (B) cannot be automated. When 

A tasks are automated, a worker will finish more B tasks in the same amount of time it 

previously took to do A and B together. As a result, that worker will be more ‘productive’ 

at completing all their previously assigned tasks together (A+B) but not necessarily more 

productive at completing the non-automatable tasks (B).  

This reveals that a worker’s productivity depends on the bundling of tasks that make up a 

job. Yet within occupations there can still be considerable differences in a job task bundle. 

Occupational dictionaries with task descriptions thus overly simplify a reality that is 

actually more richly captured by worker surveys. The existence of these task differences 

within occupations already points to the fact that task bundling isn’t a fixed or 

deterministic feature of the labour market. Instead, it’s the result of choices made by 

organisations, departments and teams. 

When a job consists of only a few tasks, then it’s much easier to replace a worker with full 

automation. In the case of AI, such full automation usually requires traditional supervised 

machine learning applications that are trained to perform a specific task and are 

sometimes embedded within physical robotic systems. Think, for example, about quality 

control in manufacturing using computer vision to detect defective or non-compliant 

products. First a camera is used to capture images of the products; then an algorithm 

decides whether they’re of a high enough quality; and finally, a robotic arm pushes the 

non-compliant product off the production line. 

The new generation of generative AI systems have so far not yet led to full task 

automation. Instead, these large language models (LLM) have mainly supported humans 

with their tasks, rather than replaced humans completely. There have been task-level 

productivity gains in the double digits due to generative AI support in coding, writing, 

customer service and consulting. These applications consist of AI assistants or co-pilots 

that can suggest code, different types of text, answers to customer complaints, new 

product ideas and even full strategic marketing or data analysis plans.  

Studies on writing and consulting have included analyses on lower-level subtasks and have 

highlighted how task support or augmentation at the overall task level could be 

considered as ‘automating’ a subtask (A), so that the sum of the subtasks (A+B) can be 

performed quicker. In the case of writing, for example, less time goes to brainstorming 

and rough drafting (A), while more time goes to editing (B) but A and B together are jointly 

performed much faster. 

Consistently these studies find that lower-skilled or less experienced workers gain the 

most from such AI task support. The gains in speed and quality are highest for those who 

performed slower or worse in their tasks before AI support became available. The reason 

https://link.springer.com/article/10.1007/s11205-021-02768-7
https://www.ibm.com/topics/computer-vision#:~:text=Computer%20vision%20is%20a%20field,they%20see%20defects%20or%20issues.
https://arxiv.org/abs/2302.06590
https://www.science.org/doi/full/10.1126/science.adh2586?casa_token=23fbU3G2x-AAAAAA%3Aj8GIyi2nJtPz9H939ep4cR-X0Ntys2Hsb-oIEfqDdZV0N9Tydzgm_Gm4pWkkAYcpVU-RGOSmkLKhagA
https://www.nber.org/papers/w31161
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321
https://www.science.org/doi/full/10.1126/science.adh2586?casa_token=23fbU3G2x-AAAAAA%3Aj8GIyi2nJtPz9H939ep4cR-X0Ntys2Hsb-oIEfqDdZV0N9Tydzgm_Gm4pWkkAYcpVU-RGOSmkLKhagA
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321
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is obvious when considering how an LLM is trained. While annotating and labelling data 

for finetuning AI models is usually a low-skill task, the original data itself (see the coding 

and customer service examples below) is often generated by people who have a certain 

level of expertise.  

In the case of coding, training data is captured from coding websites such as 

StackOverflow as well as functional bits of code in public code repositories. Activity on 

StackOverlow has been decreasing since the introduction of ChatGPT, meaning that less 

expert training data is being generated. In the case of customer support, the AI is trained 

on previous customer support chats that were labelled as successful, thus ensuring that 

it learns only from the best-performing support agents.  

This means that the tacit knowledge of experienced coders, writers, support agents and 

consultants is captured by the LLM and helps less experienced workers reach the same 

level of output speed and quality. Some authors thus argue that this will make previously 

high-skilled jobs more accessible to middle-skilled workers. 

Finally, a ‘jagged technological frontier’ is emerging from this task-level research, meaning 

that AI support doesn’t benefit all cognitive tasks equally – and potentially even harms 

some of them. In the consulting example, humans benefitted from AI support in a creative 

task but not in an analytical task. Similarly, legal students benefited from AI support in a 

multiple-choice exam but not in an essay-based exam. 

The task approach has generated some insights into the potential impact of AI on jobs. 

First, few jobs turn out to be completely automatable, due to the presence of non-

automatable tasks, meaning these jobs will likely experience changing task content 

rather than complete automation. Second, several tasks such as coding, writing, 

customer support and consulting can be performed much faster due to being 

supported by generative AI. Third, not all tasks benefit equally from this support – some 

tasks might even be harmed by it – pointing to a jagged technological frontier. Finally, 

lower-skilled and less experienced workers gain most from AI support, possibly making 

some high-skilled jobs more accessible to a wider group of people. 

  

https://www.theverge.com/features/23764584/ai-artificial-intelligence-data-notation-labor-scale-surge-remotasks-openai-chatbots
https://arxiv.org/abs/2302.06590
https://arxiv.org/abs/2307.07367
https://www.nber.org/papers/w31161
https://www.noemamag.com/how-ai-could-help-rebuild-the-middle-class/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4539836
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THINKING OF TASKS AS PARTS OF A PROCESS: AI FOR ALGORITHMIC 

COORDINATION 

The task-based perspective described above allows for a comprehensive assessment of 

the automation potential of a range of tasks in the economy. However, this perspective is 

limited because it considers tasks individually without considering the larger systems that 

they’re a part of. The task model conceptualises jobs as bundles of tasks and whether 

they’re automatable or not, independently of the other tasks. As this is a simplification of 

reality, a task-based approach isn’t sufficient to analyse AI’s impact on work. Expanding 

the task-based model in several directions gives us more clues on what AI’s potential 

impact could be. 

A first expansion is that tasks are not independent from each other but, in fact, are 

interdependent parts of larger processes. Such interdependence between tasks requires 

coordinating the actions of the people executing them. Tasks can be interdependent 

across time (when one can only start after the other is completed), across methods (when 

the method used in one task depends on the method that was used in the other) and 

across resources (when the two tasks make use of one shared resource, like a machine or 

a set budget). 

When interdependent tasks are done by one and the same person, coordination across 

the tasks can be handled by this one person’s autonomous decision-making. A small 

independent entrepreneur, for example, usually manages their own planning, methods 

and resources across all their projects and clients. Cross-human coordination is only 

needed when the interdependent tasks are being done by multiple people.  

When interdependent tasks are held by multiple people, organisations create 

coordination mechanisms to align their actions. While the transformative tasks are part 

of the production process, coordinating tasks are thus part of the governance process.  

The European Commission’s Joint Research Centre 

has therefore extended the technical task 

framework to include not only production tasks 

(i.e. what people do at work) but also coordinating 

tasks (i.e. how people do what they do). The 

coordination methods they include are autonomy, 

teamwork and routine. While autonomy supports 

the coordination of tasks done by one person, as 

explained above, teamwork and routine are 

coordination methods for tasks done by multiple 

people. 

When interdependent tasks are held 
by multiple people, organisations 
create coordination mechanisms to 
align their actions. While the 
transformative tasks are part of the 
production process, coordinating 
tasks are thus part of the 
governance process. 

https://journals.aom.org/doi/abs/10.5465/annals.2018.0015
https://link.springer.com/article/10.1007/s11205-021-02768-7
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In a stable and predictable production process, task coordination can be standardised 

trough organisational routines and procedures and doesn’t need much human 

coordination at all. Routineness is a major predictor of earlier computer automation, as 

computers are especially suited to handle routine cognitive tasks.  

Remaining coordination needs can usually be handled through the hierarchical decision 

chains across functionally specialised departments. In extreme cases, when coordination 

is very simple and transaction costs are low, such tasks can be outsourced to the market 

and coordination happens through contracts or online labour platforms. However, in a 

highly uncertain and unpredictable production process, coordination is best handled by 

responsive humans within organisational structures that closely surround the process, 

such as through end-to-end teams. 

Understanding the interdependence between tasks is thus crucial for successful 

organisation design. Effective organisational structures lead to efficient coordination but 

also provide room for workers to adapt to changes and respond to new information. This 

leads both to more productive processes as well as richer, more complex jobs for workers.  

Organisation design is thus a shaping force in the bundling of tasks in jobs, both 

horizontally (the production tasks) and vertically (the coordination tasks or governance 

methods). Through both channels, how an organisation is designed also shapes workers’ 

automation exposure. 

Figure 2. Tasks as interdependent parts of processes 

Source: Author’s own depiction. 

https://www.aeaweb.org/articles?id=10.1257/aer.104.8.2509
https://www.journals.uchicago.edu/doi/abs/10.1086/227496?
https://journals.aom.org/doi/abs/10.5465/annals.2018.0015
https://journals.aom.org/doi/abs/10.5465/annals.2018.0015
https://journals.sagepub.com/doi/10.1177/001872679705000503
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Task interdependence also matters for successful technology adoption. When technology 

automates a certain task, organisations must also rethink the coordination across the 

automated task and the next human task in the process.  

Consider, for example, the coordination between a radiologist and a surgeon in a hospital. 

Both jobs are complex and their tasks are highly interdependent – the surgeon operates 

on the patient based on the radiologist’s diagnosis. However, the coordination across their 

tasks is standardised in most cases, namely through the radiologist delivering a textual 

and visual report to the surgeon.  

Previous machine learning-based image recognition research focussed on performing a 

diagnosis from medical images. However, more recent research has explored the use of 

LLMs for reporting a diagnosis to physicians, thus automating the coordination between 

the radiologist and the surgeon. Again, this would not necessarily automate away the 

radiologist’s job but it would allow them to spend more in-person time on the cases that 

require more intense coordination with the surgeon. 

Using algorithms in task coordination is a form of algorithmic management called 

algorithmic operational management (AOM) as it manages operational activities. Given 

the interdependence identified across time, methods and resources, algorithmic use 

cases can be found in scheduling and planning, work instructions and resource allocation. 

Examples include algorithms for just-in-time scheduling based on historical patterns and 

real-time data, for giving work instructions through AR glasses or other smart devices, and 

for allocating rides to drivers on online platforms such as Uber. 

Using AOM in the example of the radiologist and surgeon is more supportive than 

directive – the surgeon still has a lot of autonomy and isn’t constrained by the LLM’s 

decision. More directive AOM use cases risk harming the quality of work with potential 

losses in autonomy, decreased skill use or increased work intensification.  

In terms of the canonical workplace wellbeing model in organisational psychology (the 

Job Demands-Resources model), AOM risks increasing job demands while reducing job 

resources. Or, in terms of another popular model, Self-Determination theory, AOM risks 

harming basic psychological needs such as autonomy, competence and relatedness or 

belonging. 

While these risks are not inherent in the technology per se, empirical evidence shows that 

job quality effects tend to be more negative for the more directive (vs the more 

supportive) use cases of AOM. Strengthening workers’ voices and codetermination when 

adopting new technologies helps to mitigate these effects.  

https://doi.org/10.1001/jamanetworkopen.2023.36100
https://doi.org/10.1001/jamanetworkopen.2023.36100
https://publications.jrc.ec.europa.eu/repository/handle/JRC124874
https://www.bruegel.org/working-paper/impact-artificial-intelligence-nature-and-quality-jobs
https://psycnet.apa.org/buy/2001-06715-012
https://www.annualreviews.org/content/journals/10.1146/annurev-orgpsych-032516-113108
https://pubmed.ncbi.nlm.nih.gov/33120053/
https://pubmed.ncbi.nlm.nih.gov/33120053/
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While lacking in the EU’s AI Act, the Platform Work Directive provides information and 

consultation rights for workers on the algorithms that are used to manage them – but 

crucially it only applies to workers in the platform economy. 

This section sheds a first light on why the simple task framework introduced earlier is 

insufficient to assess AI’s impact on work. First, the task content of occupations is 

neither exogenous nor deterministic but is shaped by organisation design. Second, the 

interdependence between tasks puts a limit on how far a task can be automated, at 

least until the coordination across tasks is reconsidered. Third, using AI to coordinate 

tasks across people could pose a risk to job quality. 

THINKING OF ORGANISATIONS AS BUNDLES OF PEOPLE: ALGORITHMIC HR 

MANAGEMENT 

We need to expand the task model a second time as organisations serve another function 

beyond merely coordinating tasks across people. They also place people into jobs based 

on the expected or assessed fit between their competencies and the job’s task 

requirements.  

People are placed into jobs through a collection of human resources management (HRM) 

processes. These include both the initial recruitment and selection of a new person 

(hiring), moving or reallocating existing employees to new functions (evaluation and 

promotion), removing employees (termination) and the upskilling of employees (learning 

and development).  

All these functions determine who gets a job within the organisation but also what kind 

of position they get in the overall hierarchy, what kind of privileges and opportunities they 

receive, and what career options are made available to them. 

HR processes are thus crucial when it comes to inclusivity and equal opportunities at 

work. These processes are also impacted by much uncertainty around the future 

performance of candidates or employees. There are ongoing efforts to support HR 

professionals with AI in these processes. Use cases include AI for CV screening and 

analysing video interviews, for workforce skills intelligence, and for individualised training 

programmes. Using AI to support these HR processes constitutes another form of 

algorithmic management. To distinguish it from algorithmic operational management 

(AOM), this form is called algorithmic HR management (AHRM).  

https://www.europarl.europa.eu/news/en/press-room/20240419IPR20584/parliament-adopts-platform-work-directive
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The two types of algorithmic management 

have very different implications and risks. The 

risk of AOM was situated mostly in terms of a 

job’s quality. The risk with AHRM is whether 

AI will select or deselect people into jobs fairly 

and whether it will favour certain groups of 

people. When historical HR processes are 

biased towards certain demographic groups, 

then the data used to train HR algorithms will 

be biased as well. In short, if unchecked, the 

algorithms will exhibit the same type of discriminatory behaviour as the humans that 

trained it. 

The bias that can arise in such systems has been extensively documented. They can be 

biased against women in CV screening or against people of colour in facial recognition for 

security checks. The fact that AI reveals previously less visible human discrimination could 

also be considered an opportunity. The AI Act rightfully imposes that these high-risk 

applications are trained on representative datasets and that bias detection systems are 

put in place.  

Incidentally, AHRM also changes the task content of HR professionals’ jobs. This usually 

happens with the extensive digitalisation of HR processes. AI needs data to run, namely 

the data on both the candidates and employees that are being assessed but also the 

behavioural data of the HR professional themself.  

While there could be large productivity gains in HR, there’s also a risk of increased 

proceduralising and monitoring of HR processes. This would result in reduced autonomy, 

less human interaction and thus less job satisfaction/meaningfulness for the HR 

professional. This joint development of automating tasks and generating information 

about the process (‘automate and informate’) has been identified as a unique ICT feature 

that distinguishes it from earlier technologies. AI is no different in this sense. 

This section offers a fourth perspective that is missing from the task model – that AI can 

change the labour market by influencing how people are placed into jobs, as well as 

employees’ organisational positions. Consequently, this could redistribute the wages, 

privileges and career options of particular demographic groups. 

 

When historical HR processes are biased 
towards certain demographic groups, 
then the data used to train HR algorithms 
will be biased as well. In short, if 
unchecked, the algorithms will exhibit 
the same type of discriminatory 
behaviour as the humans that trained it. 

https://www.tandfonline.com/doi/abs/10.1080/0960085X.2021.1927212?casa_token=-tMue4IZKfMAAAAA:u505KolZbbU54Y26EqfdkEWIjK7q8xT6jcGeEWDcciCkRwWagaBLpGXPiHat5B4UME0WgMvBXDn_nw
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G/
https://time.com/6104844/uber-facial-recognition-racist/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://psycnet.apa.org/record/1986-31535-001
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Figure 3. Organisations as bundles of people 

Source: Author’s own depiction. 

THINKING OF ORGANISATIONS AS GOAL SETTERS: AI FOR SYSTEM REDESIGN 

SOLUTIONS 

The model is complete when we consider that processes of interdependent tasks are 

designed to achieve a desired outcome. Indeed, organisations are groups of people who 

work together towards a shared goal. When taking this systems perspective, it becomes 

clear that the aforementioned AI applications in either the production process (task 

automation) or the governance process (AOM and AHRM) are only point solutions.  

A point solution is when a technology is applied in one element of a system while keeping 

the other elements constant. An example would be swapping out the steam engine in a 

19th century factory with a newly developed electric motor but keeping the factory’s 

system and machinery layout around the central engine the same. Marginal productivity 

gains may be realised from such point solutions, for example through a more reliable 

energy supply. However, large gains are unlikely to arise from such partial solutions. 

System solutions, meanwhile, start from the desired outcome (or the identified problem 

that needs to be solved) and use technology to redesign the entire system and its 

processes. During the Second Industrial Revolution, such system redesign happened 

when electric motors began to be used to power each machine individually (a unit drive) 

instead of centrally powering all the machines at once (the older central drive). Switching 

to the unit drive caused a complete reconfiguration of the factory floor, eventually leading 

to the first assembly lines and the mass production of the early 20th century.  

https://www.avigoldfarb.com/powerandprediction
https://www.avigoldfarb.com/powerandprediction
https://www.avigoldfarb.com/powerandprediction
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Other examples of system solutions include electric street lighting, lifts and car washes 

which did not arrive through meticulous one-by-one task automation but rather through 

reconfiguring the whole environment where the technology operates. 

As the above examples show, throughout history it has always been system solutions 

supported by general purpose technologies (e.g. steam, electricity, computers) that have 

generated the largest productivity gains. But it takes considerable time between inventing 

a new general-purpose technology and redesigning production systems to make optimal 

use of them.  

While the electric motor was invented and improved upon throughout the 19th century, 

the first assembly lines only appeared in 1913. In short, the technology was available but 

both public infrastructure and business processes weren’t reconfigured around them for 

decades afterwards. Similarly, the productivity paradox of the 1970s and 1980s – when 

the arrival of computers didn’t immediately lead to increased productivity – kickstarted 

the business process reengineering efforts of the 1990s that reconfigured organisational 

processes to make optimal use of the new ICT technologies.  

When it comes to AI, we’re currently in this ‘in-between time’ where technology adoption 

is starting to take off but social systems surrounding them still need to be reconfigured to 

make the best use of them. To reach the other side of the in-between time, we need to 

figure out how to redesign our production and governance systems to optimally use AI.  

Some early indications that this is (slowly) starting to happen can be found in the 

development of AI-driven system solutions for specific organisational subsystems. Take 

for example maintenance in industrial production. The goal of maintenance is to ensure 

that machinery continues to function and to fix malfunctioning equipment as quickly as 

possible, thus avoiding production downtime.  

Instead of automating existing maintenance processes step-by-step, for example by 

building a maintenance robot, AI has supported a new way of preventing downtime, 

namely through predictive and preventative maintenance. These types of maintenance 

use historical and real-time usage data to predict when a machine is likely to fail so that 

human technicians can intervene before it happens. While a maintenance robot might 

work a little faster or longer hours than a human, predictive and preventative 

maintenance is where the real productivity gains lie, even without any job losses. 

Identifying the areas where AI can support system or subsystem redesign for greater 

productivity or reduced human pressure is the challenge that organisations are facing 

today. Digitalising organisational processes has both generated a lot of data and has 

proceduralised many professions. These data-rich routine processes that create large 

https://bjwa.brown.edu/30-1/generative-ai-and-the-future-of-work-a-reappraisal/
https://press.princeton.edu/books/hardcover/9780691172798/the-technology-trap
https://en.wikipedia.org/wiki/Productivity_paradox
https://en.wikipedia.org/wiki/Business_process_re-engineering
https://academic.oup.com/ser/article-abstract/21/3/1773/6651793?redirectedFrom=fulltext
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administrative burdens, for example in education and healthcare, might be worth 

investigating further. 

Figure 4. Organisations as systems 

Source: Author’s own depiction. 
 

The fifth and final perspective that is missing from the task automation model is the 

system redesign perspective. Technology can do more than simply automate existing 

processes task-by-task. It can also be used to support new ways of achieving a system’s 

ultimate goal, by creating new processes that increase productivity and generate new 

human tasks along the way. 
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CONCLUSIONS – AND WHERE EU POLICY CAN LEND A HELPING HAND 

AI can automate certain human tasks or make humans more productive at undertaking 

those tasks. Tasks and workers that were previously thought to be safe from automation 

are now considered at risk and in need of reskilling. This task perspective has fuelled a lot 

of research on how far various occupations, sectors and regions are at risk of automation. 

This research mostly deals with the question of how many jobs will be left over in the 

future – and which types of skills will be needed to do them. 

However, as shown throughout this CEPS Explainer, there is much more to AI and the 

future of work than mere task automation.  

AI isn’t just a technology that can be used in the production process but given its decision-

making capabilities, it can also be applied to how organisations are governed. It can 

coordinate tasks across workers – operational management – and it can select people into 

jobs – HR management. The main risks associated with these applications are not so much 

in the quantity of jobs, but more in the quality of jobs and discrimination. 

Figure 5. Summary of AI applications in workplaces and their risks 

Source: Author’s own depiction. 

 

Existing EU policies only partially address some of these risks. Algorithmic management 

is regulated in the proposed Platform Work Directive but only for workers in the platform 

economy. The AI Act does recognise HR processes as a high-risk area, meaning that high 

quality datasets will be required to minimise discriminatory outcomes in these 

applications. When it comes to the changing task content of jobs, EU policy focusses 
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mainly on supporting skills development (e.g. through the European Skills Agenda) and 

improving labour mobility.  

The above policies react to the risks stemming 

from AI point solutions (task automation and 

algorithmic management). However, the EU could 

play a role in proactively (re)directing point 

solutions and even support the development of 

AI-driven system solutions as well. Through R&D 

and innovation policies, it could help to steer 

technological progress towards human-

complementary technologies, especially in sectors 

where the market doesn’t provide those incentives. To help companies better understand 

the jagged technological frontier, policymakers could provide a framework for safely 

experimenting with AI in specific tasks – and share lessons learned across the EU. 

Finally, given the importance of redesigning social systems alongside the adoption of new 

technologies, policies could also support the experimentation and collaborative 

development of joint technological and social innovation. This could take place both 

within research programmes like Horizon Europe and social investment programmes like 

ESF+. It would require sectoral expertise (to understand the desired outcome), 

multidisciplinary design disciplines (to understand the interdependence in the system) 

and ‘Living Labs’ for open innovation in real-life environments.  

  

To help companies better understand 
the jagged technological frontier, 
policymakers could provide a 
framework for safely experimenting 
with AI in specific tasks – and share 
lessons learned across the EU. 

https://ec.europa.eu/social/main.jsp?catId=1223&langId=en
http://rcea.org/wp-content/uploads/2021/04/Future-of-growth/Korinek.pdf
http://rcea.org/wp-content/uploads/2021/04/Future-of-growth/Korinek.pdf
https://shapingwork.mit.edu/wp-content/uploads/2023/09/Pro-Worker-AI-Policy-Memo.pdf
https://shapingwork.mit.edu/wp-content/uploads/2023/09/Pro-Worker-AI-Policy-Memo.pdf
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AI AND THE FUTURE OF WORK – A GLOSSARY 

Through this CEPS Explainer, we hope that taking the reader through the framework of 

tasks, jobs, processes and organisations has helped to shed clarity in their thinking about 

the (ever evolving) impact of AI on work and the labour market.  

To stimulate dialogue among stakeholders and policymakers, and to foster a shared 

vocabulary, this Explainer leaves the reader with a glossary of key terms to guide them 

forward. 

Glossary 

◼ Algorithmic management: The use of AI organisational processes to manage both 

work and workers. 

o Algorithmic HR management (AHRM): The use of AI in HR processes such 

as recruitment, selection, evaluation, promotion, termination, and 

learning and development. 

o Algorithmic operational management (AOM): The use of AI in managerial 

processes to coordinate tasks across people. 

◼ Automation: The use of technology to replace labour with capital. 

◼ Augmentation (or task support): The use of technology to make workers more 

productive in a given task. 

◼ Competence: The bundle of knowledge, skills and attitudes that support the 

ability to perform well in a group of similar or related tasks. 

◼ Coordination: Aligning the execution of one task with another to achieve the 

optimal joint outcome. 

◼ Jagged technological frontier: The uneven suitability of tasks to benefit from AI 

support. 

◼ Job: A grouping of tasks assigned to a worker, along with a set position within the 

organisational structure. 

◼ Occupation: A construct that groups jobs in the labour market together based on 

similarities in tasks and organisational positions. 

◼ Process: A sequence of steps to achieve an outcome. 

o Production process: A sequence of steps to transform raw materials, 

energy, labour and capital into finished goods or services. 

o Governance process: A sequence of steps to align people’s actions within 

an organisation. 

◼ Skill: The ability to perform a specific task well.  

◼ Task: A step in the productive transformative process. 

◼ Task interdependence: The degree and nature (time, methods or resources) to 

which tasks rely on each other to be completed. 
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